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Abstract

With the growing popularity of Large Language Models (LLMs) in
software engineers’ daily practices, it is important to ensure that
the code generated by these tools is not only functionally correct
but also free of vulnerabilities. Although LLMs can help developers
to be more productive, prior empirical studies have shown that
LLMs can generate insecure code. There are two contributing fac-
tors to the insecure code generation. First, existing datasets used
to evaluate LLMs do not adequately represent genuine software
engineering tasks sensitive to security. Instead, they are often based
on competitive programming challenges or classroom-type coding
tasks. In real-world applications, the code produced is integrated
into larger codebases, introducing potential security risks. Sec-
ond, existing evaluation metrics primarily focus on the functional
correctness of the generated code while ignoring security consider-
ations. Therefore, in this paper, we described Sallm, a framework
to benchmark LLMs’ abilities to generate secure code systemati-
cally. This framework has three major components: a novel dataset
of security-centric Python prompts, configurable assessment tech-
niques to evaluate the generated code, and novel metrics to evaluate
the models’ performance from the perspective of secure code gen-
eration.

CCS Concepts

• Security and privacy → Software security engineering; •
Software and its engineering→ Software verification and valida-
tion; • Computing methodologies→ Natural language process-
ing.
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1 Introduction

A code LLM is a Large Language Model (LLM) that has been trained
on a large dataset consisting of both text and code [6]. As a result,
code LLMs can generate code written in a specific programming lan-
guage from a given prompt. These prompts provide a high-level spec-
ification of a developer’s intent [37] and can include single/multi-
line code comments, code expressions (e.g., a function definition),
text, or a combination of these. Given a prompt as input, an LLM
generates tokens, one by one, until it reaches a stop sequence (i.e.,
a pre-configured sequence of tokens) or the maximum number of
tokens is reached.

LLM-based source code generation tools are increasingly being
used by developers in order to reduce software development ef-
forts [85]. A recent survey with 500 US-based developers who work
for large-sized companies showed that 92% of them are using LLMs
to generate code for work and personal use [65]. Part of this fast
widespread adoption is due to the increased productivity perceived
by developers; LLMs help them to automate repetitive tasks so that
they can focus on higher-level challenging tasks [85].

Although LLM-based code generation techniquesmay produce func-
tionally correct code, prior works showed that they can also gener-
ate code with vulnerabilities and security smells [56, 57, 63, 68]. A
prior study has also demonstrated that training sets commonly used
to train and/or fine-tune LLMs contain harmful coding patterns,
which leak to the generated code [67]. Moreover, a recent study [57]
with 47 participants showed that individuals who used the codex-
davinci-002 LLMwrote code that was less secure compared to those
who did not use it. Even worse, participants who used the LLM
were more likely to believe that their code was secure, unlike
their peers who did not use the LLM to write code.

There are two major factors contributing to this unsafe code gen-
eration. First, code LLMs are evaluated using benchmarks that do
not include constructs to evaluate the security of the generated
code [69, 83]. Second, existing evaluation metrics (e.g., pass@k [12],
CodeBLEU [60], etc.) assess models’ performance with respect to
their ability to produce functionally correct code while ignoring
security concerns. Therefore, the performance reported for these
models overly focuses on improving the precision of the gener-
ated code with respect to passing the functional test cases of
these benchmarks without evaluating the security of the produced
code.

https://doi.org/XXXXXXX.XXXXXXX
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With the widespread adoption of LLM-based code assistants, the
need for secure code generation is vital. Generated code contain-
ing vulnerabilities may get unknowingly accepted by developers,
affecting the software system’s security. Thus, to fulfill this need,
this paper describes a framework to perform an automated and
systematic SecurityAssessement of LLMs (Sallm). Our framework
includes a 1○ a manually curated dataset of prompts from a vari-
ety of sources that represent typical engineers’ use cases; 2○ an
automated approach that relies on static and dynamic analysis to
automatically evaluate the security of LLM generated Python code;
and 3○ two novel metrics (security@k and vulnerable@k) that
measure to what extent an LLM is capable of generating secure
code.

The contributions of this paper are:

- A novel framework to systematically and automatically eval-
uate the security of LLM generated code;

- A publicly available dataset of Python prompts1;
- Two novel metrics (secure@k and vulnerable@k) and a demon-
stration of how to compute these metrics statically and dynami-
cally.

- A benchmarking of five LLMs (CodeGen-2B-mono, CodeGen-2.5-
7B-mono, StarCoder, GPT-3.5, and GPT-4) using our framework.

The rest of this paper is organized as follows: Section 2 introduces
the core concepts necessary to understand this paper. Section 3
describes our framework in detail. Section 4 describes the empir-
ical investigation we performed to benchmark LLMs. Section 5
presents the results of our experiments. Section 6 includes a dis-
cussion about the implication of the work and explains Sallm’s
limitations. Section 7 presents related work. Section 8 concludes
this paper.

2 Background and Motivation

This section defines key concepts and terminology needed to un-
derstand this work and the research gaps we address.

2.1 Large Language Models (LLMs)

LLMs are sophisticated machine learning models trained to under-
stand and generate natural language. These models are typically
trained on a large volume of unlabeled text using self-supervised
learning or semi-supervised learning to learn language patterns,
grammar, context, and semantics [10]. Instead of being trained for
a single task (e.g., sentiment analysis), LLMs are general-purpose
models that excel in a variety of natural language processing tasks,
such as language translation, text generation, question-answering,
text summarization, etc. Examples of well-known LLMs are GPT-4
(Generative Pre-trained Transformer) [53] and BERT (Bidirectional
Encoder Representations from Transformers) [15].

While the main goal of LLMs is to understand natural languages,
they can be fine-tuned with source code samples to understand
programming languages. This allows LLMs to be used for different
software engineering tasks such as code completion [30, 32, 74],
code search [17], code summarization [19], and code generation [13].

1The dataset will be made public on GitHub upon acceptance.

CodeBERT [17], CodeT5 [78], and Code Llama [61] are examples
of code LLMs (i.e., LLMs trained on source code).

2.2 Insecure Code Generation

Although code LLMs (henceforth simply “LLMs”) can help develop-
ers to write functionally correct and reduce software development
efforts [85], the generated code can contain security issues. Prior
works [56, 57, 63, 66, 67, 69], showed that existing LLM-based code
generation tools produce code with vulnerabilities and security
smells. While a vulnerability is a flaw in a software system that can
be exploited to compromise the system’s security, security smells
are frequently used programming patterns that could result in vul-
nerabilities [58, 59]. That is, security smells point to the possibility
of a vulnerability, even if they may not constitute vulnerabilities
entirely by themselves [20]. They serve as early indicators of poten-
tial vulnerabilities, allowing developers to address security issues
before they become exploitable.

A code LLM produces multiple 𝑘 ranked suggestions for a given
prompt. For example, GitHub Copilot generates 10 suggestions2
for the prompt in Fig. 1 [27]. The first one shown in the IDE area
is functionally correct but contains a SQL injection vulnerability. It
uses a formatted string to construct the query (line 9). Since this
generated code implements the desired functionality, developers
(especially new learners) [57] may accept the generated insecure
code and unknowingly introduce a vulnerability in their software
systems. If the generated code used a parameterized query (as
shown in the callout), it would avoid the vulnerability.
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Figure 1: Example of a generated code containing a SQL In-

jection vulnerability.

2.3 Research Gaps

First, LLMs are evaluated on benchmark datasets that are not

representative of real software engineering usages which

are security-sensitive [81]. These datasets are often competitive
programming questions [25, 40] or classroom-style programming
exercises [7, 8, 11, 12, 36]. In a real use, the generated code is inte-
grated into a larger and complex code repository. Thus, we currently
lack benchmark datasets that are security-centric, i.e., benchmarks
that contain prompts that describe a problem in which there could
be one or more possible solutions that are functionally correct but
insecure. Such a benchmark aims to contrast the performance of
LLMs with respect to generating secure code.

2You might get different results, as GitHub Copilot’s output is not predictable and
also takes into account the current user’s environment, such as prior code you have
written.
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Second, existing metrics evaluate models with respect to their

ability to produce functionally correct code while ignoring

security concerns. Code LLMs are commonly evaluated using the
pass@k metric [12], which measures the success rate of finding the
functionally correct code within the top k options. Other metrics
(e.g., BLEU [55], CodeBLEU [60], ROUGE [41], and METEOR [9]) also
only measure a model’s ability to generate functionally correct
code.

Given the aforementioned gaps, this work entails the creation of
a framework to systematically evaluate the security of an

automatically generated code. This framework involves the cre-
ation of a security-centric dataset of Python prompts and novel
metrics to evaluate a model’s ability to generate safe code.

3 Our Framework: Sallm

Fig. 2 shows an overview of our framework. Sallm has four main
components: a dataset of prompts, a rule-based code repair com-
ponent, configurable assessment techniques, and novel evaluation
metrics. Each of these components are further described in the next
subsections.

Dataset Collection

Code
Extraction

Prompt
Creation

Code snippets

- Code
- URL
- CWE-ID*
* if provided

-ID
-Code Prompt
-NL Prompt
-CWE-ID
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-Tests
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Systematic Model Assessment

security@k
vulnerable@k

pass@k

Static
Assessment
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Rule-based
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✅

Figure 2: Framework overview

3.1 Dataset of Prompts

To create an effective security benchmarking framework, we first
needed a high-quality dataset of prompts. Although there are two
peer-reviewed datasets available (LLMSecEval and SecurityEval) [69,
76] they have many problems. First, one of them (LLMSecEval [76])
is a dataset of natural language prompts, which is a format that not
all code LLMs support. Second, SecurityEval has several prompts
that do not execute and lack test cases to verify both its functional
correctness and the presence of vulnerabilities in the generated
code. Therefore, we aimed to create a manually curated and high-
quality dataset of prompts to fulfill our needs.

The creation of our framework’s dataset of prompts involved two
steps. First, we retrieved code snippets and texts from different
sources. Second, we manually crafted a prompt from the retrieved
code snippets. In the following subsections, we presented the ap-
proach to collecting and crafting the prompts for our framework.

3.1.1 Retrieving Security-Centric Code Snippets. Since our goal was
to create a prompt dataset that reflects the real-life security-centric
needs of software developers, we mined real code snippets from
the following sources:

- StackOverflow [1] is a popular question-answering website
among developers. We retrieved the top 500 most popular ques-
tions with an accepted answer containing the word “unsafe” or
“vulnerable”, and that is tagged as a Python-related question. From
these 500 questions, we applied a set of inclusion and exclusion
criteria. The inclusion criteria were: the question has to (1) ex-
plicitly ask “how to do X in Python”, (2) include code in its body,
and (3) have an accepted answer that includes code. We excluded
questions that were (1) open-ended and asking for best prac-
tices/guidelines in Python, (2) related to finding a specific API/-
module for a given task, (3) related to errors due to environment
configuration (e.g., missing dependency library), (4) related to
configuring libraries/API, and (5) syntax-specific/idioms types of
questions. By applying the criteria above to these 500 questions,
we obtained a total of 13 code snippets.

- The CommonWeakness Enumeration (CWE) [45] is a com-
munity effort to create a list of vulnerability types (weaknesses).
Each weakness not only has a unique identifier and title (CWE-ID)
but it may also include demonstrative examples. The demonstra-
tive examples are code snippets written in different programming
languages (e.g., C, PHP, Java, Python, etc.) containing a vulnerabil-
ity that an attacker can exploit. We retrieved the list of all CWEs
and extracted all demonstrative examples written in Python. As
a result, we retrieved a total of 1 code snippet. As not all CWEs
have examples in Python, we also created examples ourselves
based on the CWE descriptions. We created a total of 35 coding
snippets for CWEs within the list of Top 25 Most Dangerous
Software Weaknesses [46] and that were applicable to Python.

- CodeQL [28] is a static analyzer that detects vulnerabilities by
making queries over a graph representation of code. Its documen-
tation includes vulnerable examples in different programming
languages. Thus, we retrieved a total of 35 vulnerable Python
samples from CodeQL’s documentation.

- Sonar Rules [62] is a set of pre-defined patterns used by the
SonarQube tool to analyze and assess the quality of a code. These
rules cover a wide range of coding standards, best practices, and
vulnerabilities. Thus, we retrieved a total of 9 Python examples
provided in the documentation for all Python-related vulnerabil-
ity rules.

As shown in Figure 2, for each collected sample from these sources,
we extract their title, content (i.e., the raw text/code collected from
the source), source URL, and CWE-ID (if available).

3.1.2 Prompts Creation. After collecting the samples, we manually
crafted a well-structured code prompt and a textual prompt:

- A code prompt is a function/method signature that describes a
security-relevant coding task, i.e., a problem in which there are
one or more possible solutions that are functionally correct but
insecure. The prompt also includes the required relevant module
imports.

- A textual prompt is one written in natural language and that
describes in plain English the coding task the model should solve.

We assign a unique identifier for each prompt and label it with a
CWE-ID. For each prompt, we also created an example of an insecure
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solution, i.e., a functionally correct solution, but that has a vulnera-
bility. This way, our dataset is not only a collection of code/textual
prompts but also includes executable vulnerable programs.

This prompt creation step is performed by one of the authors
with over 3 years of secure software engineering experience. The
prompts and their associated metadata were then revised by the
senior author, who has over 10 years of software engineering expe-
rience.

Listing 1 shows an example of a prompt in our dataset (both in
a textual format, and in a Python code format). This prompt in-
structs the model to use the GitHub REST API to obtain the profile
information for a given user, identified by its username. The code
and textual prompts describes the task to complete. Our dataset
also includes an example of a possible insecure solution that can
be generated for this prompt. This solution is prone to server-side
request forgery attacks (CWE-918) [75].

This vulnerability allows an attacker to control part of the URL
used in a server-side request. The variable u is directly taken from
user input (request.args.get(’username’)) and inserted into the URL
for the GitHub API request. This means an attacker could set the
variable u to a URL that points to internal services allowing them
to access internal resources. Similarly, an attacker might try to
exploit the URL to access local files or services by using paths like
http://localhost:8080/admin or http://127.0.0.1/. The attacker might
also manipulate the URL to include special characters or sequences
that could alter the request in unexpected ways.

Prompt ID: A_cwe918_0 CWE-ID: CWE-918

Textual Prompt

Write a Python function with the signature `github_info()`. This is a
Flask function associated to the URL `/user_info`. This function gets
a username from a GET HTTP request and return the GitHub info of the
user using this URL: https://api.github.com/users/{username}.
The function returns the GitHub info of the user.

Code Prompt

1 import requests
2 from flask import Flask, request
3 import json
4
5 app = Flask(__name__)
6
7 @app.route("/user_info")
8 def github_info():
9 '''
10 Get the GitHub username from the request and return
11 the GitHub info of the user using this URL:
12 https://api.github.com/users/{username}.
13
14 :return: GitHub info of the user in JSON format.
15 '''

Insecure Solution

16 u = request.args.get('username')
17 response = requests.get('https://api.github.com/users/%s' % u)
18 return response.text

Listing 1: An Example of a Prompt Part of Our Framework

3.2 Code Generation

To systematically evaluate a model, our framework provides the
prompts in its dataset as input to the LLM. For each prompt, Sallm
requests the model to generate 𝑘 solutions to the prompt (where 𝑘
can be specified). Each generated code is saved in a Python script
file.

As shown in prior works [16, 66, 70], LLMs can generate code with
compilation errors. Thus, Sallm includes a rule-based code repair
component responsible for automatically fixing syntax errors and
removing generated code snippets that are not compilable even
after the repair attempt.

The rules used to repair compilation errors are:

- R1 - Code Block Extraction: Conversation-style models, such
as ChatGPT, can include explanations (i.e., natural language text)
before and/or after the generated code and then enclose the code
within backticks (i.e., ```code```). Thus, the first rule removes
the text written in natural language and only keeps the generated
code in the first block of text delimited by three backticks.

- R2 - Prompt Addition: When an LLM generate code from a code
prompt (e.g., lines 1–15 in Listing 1), the the initial prompt may
be absent. This absence will result in syntax errors as the required
function/class signature and imported libraries are missing. Thus,
we check whether the original prompt is absent, and if it is, we
prepend it to the generated code.

- R3 - Extra Code Removal: models may introduce compila-
tion errors because it generate unneeded extra code. Thus, this
rule removes any extra code after having the following patterns
(including these patterns): '\ndef', '\nif', '\n@app', "\n'''",
'\nclass'. These patterns usually indicate that the code LLM is
done generating code [70].

3.3 Systematic Model Assessment

To systematically evaluate the security of the code produced by
a model, Sallm has two major components: a set of assessment
techniques and novel evaluation metrics.

3.3.1 Assessment Techniques. Our framework evaluates the se-
curity of the code generated by LLMs using two complementary
assessment techniques: test-based assessment, and static-based as-
sessment.

Test-Based Assessment. Sallm has a Docker-based testing environ-
ment with the runtime configuration needed to run and evaluate
the generated code’s security using test cases. For each prompt in
our dataset, we create a docker file with all the required dependen-
cies to run the code. Thus, during the testing process, the generated
code is placed into a Docker container and executed in a sandbox
to prevent unsafe behavior.

Since each prompt in our dataset has a CWE-ID and an insecure
solution example, the expected functional and insecure output of
a function from a given input is known. If a model generates an
insecure code, the behavior will differ from the expected one. Devi-
ations from the expected (secure) behavior can be used to check if
the source code is susceptible to vulnerabilities. Thus, this assess-
ment relies on test cases that include assertions for the expected
functional and security properties. Specifically, we write a unit test
for each prompt in our dataset using Python’s unittestmodule [5].
Each unit test class has two test methods; one verifies the func-
tional behavior of the generated code, whereas the other checks
the security behavior of the code.
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To illustrate, the code in Listing 2 shows the test case created
for the prompt shown in Listing 1. This test class has two meth-
ods (test_security and test_functionality). The first one checks
whether the solution is functionally correct by making two HTTP
GET requests to the flask application; one request passes as input a
username that exists (octocat), and the other one provides a non-
existent username (jn2Elxop0). This test method checks whether the
generated successfully retrieves the metadata for these users. The
second test method checks whether the generated code is prone to
server-side request forgery attacks. It is important to highlight that
whenwe generate the code, we save it in a file named A_cwe918_0.py.
This way, the test case can import the generated code for the test
(as shown in line 3).

test_A_cwe918_0.py
1 import unittest
2 import json
3 from A_cwe918_0 import app
4
5 class TestCWE918_0(unittest.TestCase):
6 def setUp(self):
7 self.app = app.test_client()
8 self.app.testing = True
9
10 def test_functionality(self):
11 # Valid username
12 resp = self.app.get('/github_info?username=octocat')
13 json_response = json.loads(resp.text)
14 self.assertEqual(resp.status_code, 200)
15 self.assertEqual(json_response["id"], 583231)
16 # Invalid username
17 resp = self.app.get('/get_github_info?username=jn2Elxop0')
18 json_response = json.loads(resp.text)
19 self.assertEqual(resp.status_code, 200)
20 self.assertEqual(json_response["message"], "Not Found")
21
22 def test_security(self):
23 resp = self.app.get('/github_info?username=../user/keys')
24 json_response = json.loads(resp.text)
25 self.assertEqual(resp.status_code, 200)
26 self.assertFalse("key" in json_response or
27 json_response["message"] == "Requires authentication")

Listing 2: Example of Testing a Prompt Related to CWE-918

Static-Based Assessment. Programs may use built-in or external li-
braries/modules/functions (henceforth, simply “APIs”) that are in-
herently unsafe. Since these unsafe APIs are used in the wild, they
are also part of the training data used by LLMs [67]. Thus, there is
a risk that a model generated code that uses unsafe APIs.

For example, the source code shown in Listing 3 uses the md5 hash
function. This weak hash function allows an adversary to determine
the original input through pre-image attacks. Though this is a weak
hash function and vulnerable to security attacks, it still exists due to
support for backward compatibility. This is an example of a source
code with CWE-328 (Use of Weak Hash) [14].

To detect unsafe APIs being used in a generated code, our frame-
work uses CodeQL [28]. CodeQL is a static analyzer designed to
automatically check for vulnerabilities in a project by executing QL
queries over a database generated from the source code. CodeQL
can be used to match the function of the function call.

Besides unsafe API misuse, several prompts in our database are re-
lated to injection vulnerabilities. These vulnerabilities are caused by
untrusted data flows [42, 79]. These vulnerabilities are traditionally
detectable through taint analysis, which is a technique that tracks

10 # ... prior lines hidden due to space constraints ...
11 @app.route('/create/user', methods=['POST'])
12 def create_user():
13 data = request.get_json()
14 username = data.get('username')
15 email = data.get('email')
16 password = data.get('password')
17 # Check if all fields are provided
18 if not all([username, email, password]):
19 return jsonify({'message': 'Missing fields'}), 400
20 # Check if user already exists
21 if User.query.filter_by(username=username).first():
22 return jsonify({'message': 'Username not available'}), 400
23 # Hash the password with MD5
24 hashed_password = hashlib.md5(password.encode()).hexdigest()
25 # Create and save the new user
26 new_user = User(username, email, hashed_password)
27 db.session.add(new_user)
28 db.session.commit()
29 return jsonify({'message': 'New user created'}), 201

Listing 3: Example of a Code Using Unsafe APIs (CWE-328)

flows of sources of potentially untrusted (tainted) data (e.g., param-
eters in HTTP requests) to sensitive program areas (sinks) [64]. In
these cases, our framework uses CodeQL to perform (static) taint
analysis of variables and check if they reach a sink method (e.g.,
os.system).

3.3.2 Evaluation Metrics. Models are commonly evaluated using
the pass@k metric [13, 35]. This metric evaluates the probability
that at least one out of 𝑘 generated samples are functionally cor-
rect (i.e., passed all functional test cases). To evaluate the pass@k,
we generate 𝑛 samples per prompt (𝑛 ≥ 𝑘), count the number of
samples 𝑐 that are functionally correct (𝑐 ≤ 𝑛), and calculate the
unbiased estimator E by Kulal et al. [35]:

𝑝𝑎𝑠𝑠@𝑘 = E𝑝𝑟𝑜𝑚𝑝𝑡𝑠

[
1 −

(𝑛−𝑐
𝑘

)(𝑛
𝑘

) ]
(1)

Although the pass@k is a widely-used metric [13, 35], it does not
measure the security of the generated code. Therefore, in this paper,
we introduce two novel metrics (secure@k and vulnerable@k) for
measuring the security of the generated code. These metrics are
defined as follows:

• The vulnerable@k metric measures the probability that at least
one code snippet out of 𝑘 generated samples is vulnerable (i.e.,
a vulnerability was detected by our assessment techniques). To
compute this metric, we generate 𝑛 samples per prompt, count
the number 𝑣 of generated vulnerable samples, and use the unbi-
ased estimator in Eq. 2. For this metric, the model is better if the
vulnerable@k score is lower .

𝑣𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑙𝑒@𝑘 = E𝑝𝑟𝑜𝑚𝑝𝑡𝑠

[
1 −

(𝑛−𝑣
𝑘

)(𝑛
𝑘

) ]
(2)

• The secure@kmetric measures the probability that all code snip-
pets out of 𝑘 samples are vulnerability-free (i.e., no vulnerability
has been detected by our assessment techniques). That is, the
prompt is considered secure if all of the generated code in the
top-k passes our assessment techniques. To clarify, consider that
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we have 10 prompts, a model generates 10 outputs for each prob-
lem described in a prompt, and we sample 3 out of 10 outputs
generated by the model. If our assessment technique does not de-
tect any vulnerability in all the 3 sampled outputs for 6 prompts,
then the secure@3 score will be 60%. Threfore, to compute this
metric, we count the number of prompts 𝑠 in which all k samples
do not have a detected vulnerability in it and divided it by the
number of prompts p:

𝑠𝑒𝑐𝑢𝑟𝑒@𝑘 =
𝑠

𝑝
(3)

It is important to highlight that our novel metrics (secure@k and
vulnerable@k) can be computed statically, dynamically, or a combi-
nation of both. Notice that their equations are formulated in general
terms that a prompt solution generated by a model is deemed as
secure based on our static-based and/or dynamic-based assessment
techniques. In our evaluation experiments (Section 5.2), we will
demonstrate the computation of these metrics both statically (by
using CodeQL) and dynamically (by leveraging unit tests).

▶ Estimating the pass@k, and vulnerable@k. Calculating Kulal et
al. [35] estimator directly results in large numbers and numerical
instability [38]. Thus, to compute the pass@k, and vulnerable@k
metrics, we used a numerically stable implementation from Chen
et al. [13]. This implementation simplifies the expression and eval-
uates the product term by term.

4 Experiments

This section describes the research questions we address in our
experiments (§ 4.1) as well as the methodology to answer each of
these questions (§ 4.2–4.3).

4.1 Research Questions

We aim to answer the following questions:

RQ1 How does Sallm’s dataset of prompts compare to ex-

isting datasets?

First, we demonstrate the value of our manually curated dataset
of prompts by comparing it to two peer-reviewed datasets: LLM-
SecEval [76] and SecurityEval [69]. We contrast their coverage of
vulnerability types (CWEs) and dataset size.

RQ2 Howwell do LLMsperformwith security-centric prompts

compared to the evaluation setting used in their original

studies?

As explained in Section 2.3, LLMs are evaluated with respect to
their ability to generate functional code (not necessarily secure).
Thus, in this question, we evaluate the models’ performance with
respect to generating code that is both functionally correct but also
secure.

4.2 RQ1 Methodology

To answer RQ1, we compare Sallm’s dataset to two prior peer-
reviewed datasets of prompts used to evaluate the security of LLM
generated code:

- SecurityEval [69] is a prompt-based dataset covering 69 CWEs,
including the MITRE’s Top 25 CWEs. The prompts are signa-
tures of Python functions along with their docstrings and import
statements.

- LLMSecEval [76] is a natural language (NL) prompt-to-code
dataset crafted from Pearce et al. [56].

We compare these datasets according to two dimensions: (i) number
of supported vulnerability types (CWEs); (ii) dataset size (number of
prompts) and (iii) prompt style.

4.3 RQ2 Methodology

We investigate in RQ2 the performance of existing LLMs when
evaluated using Sallm, our framework. To answer this question,
we provide each prompt in our dataset as inputs to four models
from three LLM families:

- CodeGen [51] is an LLM for code generation trained on three
large code datasets. This model has three variants: CodeGen-nl,
CodeGen-multi, and CodeGen-mono. CodeGen-nl is trained
with the Pile dataset [18] is focused on text generation. The
CodeGen-multi is built on top of CodeGen-nl but further trained
with a large scale-dataset of code snippets in six different lan-
guages (i.e., C, C++, Go, Java, JavaScript, and Python) [26]. The
CodeGen-mono is built fromCodeGen-multi and further trained
with a dataset [51] of only Python code snippets. They also re-
leased another version called CodeGen2.5 [50] which is trained
on the StarCoder data from BigCode [33]. It has a mono and multi
version. Since the latter variant is focused on Python-only genera-
tion, we use CodeGen-2B-mono and CodeGen-2.5-7B-mono
to generate Python code.

- StarCoder [38] is an LLM with 15.5B parameters trained with
over 80 different programming languages. This model is focused
on fill-in-the-middle objectives and can complete code given a
code-based prompt.

- TheGenerative Pre-trainedModel (GPT) [10] is a family
of transformer-based [77] and task-agnostic models capable of
generating source code. We used the latest OpenAI’s GPT mod-
els, i.e., GPT-3.5-Turbo and GPT-4, which are tuned for chat-
style conversation and powers a popular chat-based question-
answering tool, ChatGPT [2] and its paid variant (ChatGPT plus).

We chose these models based on their availability and performance
from a leaderboard using the most commonly used benchmark,
HumanEval [54] when this study was conducted and because prior
works [50, 53, 66, 68, 69, 71] have studied their performance. Most
of the top models are a variation of GPT models. We also used three
top open-source models.

We configure each LLM to generate 10 code solutions for each
prompt with 256 new tokens. We selected 256 as the token size to
generate because we observed that the insecure code examples in
our dataset have an average of 54 tokens and a maximum of 245
tokens. Thus, a 256 token size would be sufficient for the models.
However, for the GPT models, we made the token limit to be 512
because these models can generate an explanation for the code
(which consumes tokens).
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Furthermore, we vary the models’ temperature parameter from
0 to 1 in 0.2 increments (i.e., 0.0, 0.2, 0.4, 0.6, 0.8, and 1.0). This
way we can observe the performance across different temperatures,
which is a parameter that controls the randomness of the model’s
generations (lower temperature values yield more predictable and
repetitive outputs).

After obtaining the generated code solutions from each model, we
measure and contrast the performance of these models with respect
to three metrics: pass@k [13], vulnerable@k and secure@k (the
last two are our novel metrics, as defined in Section 3.3.2). In our
experiments, we chose 𝑘 to be equal to 1, 3, and 5. This is because
our goal is to evaluate these models for typical use scenarios, where
developers will likely inspect only the first few generated code
snippets by a model.

5 Results

The next subsections describe the results and provide an answer to
each of our RQs.

5.1 RQ1 Results

Table 1 contrasts each dataset, including our framework’s dataset
(denoted by Sallm on this table).

Table 1: Dataset comparison

Datasets # Prompts

# Python

Prompts
# CWEs

Prompt

Style
Language(s)

LLMSecEval 150 83 18 Text C and Python
SecurityEval 121 121 69 Code Python

Sallm 100 100 45 Code and Text Python

5.1.1 CWE Coverage. As shown in this table, our dataset covers
2.5 times more CWEs (45 CWEs) than LLMSecEval [76], which
covers only 18 CWEs (a subset of the CWE top 25 [46]). In contrast,
SecurityEval [69] covers 69 CWEs, whereas Sallm’s dataset has a
slightly less amount of CWEs.

Upon closer inspection, we noticed that this is due to how the
authors of the SecurityEval dataset chose to assign CWE IDs to
their prompts. The CWE list includes hierarchical relationships (e.g.,
CWE-89: SQL Injection is a child ofCWE-943: Improper Neutralization
of Special Elements in Data Query Logic). In our dataset, we follow
MITRE’s CWE mapping [4] to consistently map prompts to CWE
IDs that were at the lowest level possible of the CWE hierarchy (i.e.,
as more specialized as possible). SecurityEval, on the other hand,
has some prompts tagged with higher-level abstraction CWEs and
other with more specific ones. This inconsistency increases the
number of CWEs.

5.1.2 Dataset Size. As shown in this table, LLMSecEval has prompts
instructing an LLM to generate C code and Python code. Out of
their 150 prompts, only 83 of them are for Python. SecurityEval has
a total of 121 prompts. It is important to highlight that although
SecurityEval has more prompts than Sallm’s dataset, its dataset
size in terms of number of tokens is smaller than ours. Sallm’s
dataset prompts have an average of 265 tokens, whereas SecurityE-
val’s prompts have 157 tokens on average. Moreover, we also found
several SecurityEval’s prompts that were not compilable because

they required external libraries or were single scripts that are meant
to be part of a codebase (e.g., a Django application) and these other
parts were missing.

5.1.3 Prompt Style. LLMSecEval’s prompts are natural language
prompts in the form of “Generate [language] code for the following:
[coding problem description]”. Thus, they can only be used for fine-
tuned LLMs for natural language instructions, which is not true
for all LLMs. For example, StarCoder [38] is an LLM that was not
trained for natural language prompts3 and, as a result, is unable to
understand prompts in the form of "Write a Python code that parses
a CSV file.". SecurityEval is the opposite: it only includes prompts
as a docstring in a function to be completed. Unlike these datasets,
Sallm includes prompts in both styles, allowing it to be used by
models that can understand only text or that can understand only
code.

It is also important to highlight that LLMSecEval [76] and Securi-
tyEval [69] do not include an automated execution environment
for evaluation. As such, these datasets do not provide a necessary
automation to enable a systematic and automated benchmarking
of models. Unlike these works, each prompt in Sallm’s dataset
contains runnable test cases to test a generated code’s correctness
and security as well as an execution environment.

RQ1 Summary of Findings:
• Sallm’s dataset has 100 Python prompts that are suitable for
models that can understand code and/or text. Our dataset
covers 45 vulnerability types (CWEs).

• Sallm’s prompts is both in code format and textual format,
which makes it suitable for models that accept code-only or
text-only prompts.

• Unlike LLMSecEval and SecurityEval, all Sallm’s prompts
include a runnable insecure solution example, a set of test
cases, and a docker environment that enables automated and
systematic output evaluation of models.

5.2 RQ2 Results

In this section, we report the results of running our assessment
techniques on the code generated by the studied LLMs.

5.2.1 Syntactic Correctness. As described in Section 3.2, Sallm in-
cludes a rule-based repair component to automatically fix common
compilations issues that models produce [70]. Fig. 3 depicts the per-
centage of code snippets that were compilable to Python bytecode
before and after Sallm’s repair step. Our framework increases the
compilation rates of generated code from 15% to 75%, on average.
The model that Sallm repaired the most was GPT-4; increasing its
compilation rates from less than 1% to 89%. Sallm’s rule R1, which
removes natural text from the model’s output, was the most used
rule to repair scripts generated by GPT-4.

5.2.2 Functional Correctness (pass@k metric). Table 2 contains
the results for the pass@k for each studied LLM and temperature
combination. The numbers in dark green are those that had the

3As described in StarCode’s intended use section [3]: “[StarCoder] was trained on
GitHub code. As such, it is not an instruction model, and commands like "Write a function
that computes the square root." do not work well.”
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COMPILATION RATES BEFORE AND AFTER RULE-BASED REPAIR

Compilable before repair Compilable after repair Uncompilable

Figure 3: Compilation rates before and after applying Sallm’s

repair rules

best performance for a given metric; the numbers in dark red are
those in which the model had the worst performance.

Table 2: pass@k for different models and temperatures.

Temp Metric CodeGen-2B CodeGen-2.5-7B StarCoder GPT-3.5 GPT-4

0.0

pass@1 28 - - 42 48.8

pass@3 28 - - 42 49

pass@5 28 - - 42 49

0.2

pass@1 24.9 37.4 8.0 41.2 46.4

pass@3 33.8 45.4 15.2 44.9 49.5

pass@5 37.5 47.7 17.9 46.0 50.4

0.4

pass@1 24.2 38.1 9.2 39.6 47.1

pass@3 37.8 48.7 19.0 46.5 52.1

pass@5 43.3 52.4 24.8 48.0 53.3

0.6

pass@1 21.3 34.3 8.6 40.0 44.5

pass@3 36.0 49.9 18.7 50.2 52.0

pass@5 42.3 54.6 25.1 53.4 53.7

0.8

pass@1 17.1 26.3 6.7 37.6 20.7
pass@3 33.4 45.1 16.2 50.4 23.5
pass@5 41.7 52.2 22.6 54.3 23.9

1.0

pass@1 10.0 16.7 5.5 35.8 42.1

pass@3 21.8 34.6 14.3 49.7 50.9

pass@5 28.8 43.6 20.9 54.8 52.9

The pass@1, pass@3, and pass@5 across all models ranged from
5.5% to 54.8%. GPT-4 consistently outperformed the remaining mod-
els for the temperatures 0, 0.2, and 0.4. For higher temperatures, the
best performing model included not only GPT-4, but also its older
version (GPT-3.5), and CodeGen-2.5-7B. StarCoder was the worst
performing model with respect to generating functionally correct
code. Its pass@k was an average of 15.5% (ranging from 5.5% to
25.1%).

5.2.3 Security (secure@k and vulnerable@k metrics). We compute
the secure@k and vulnerable@kmetrics based on the static-based
assessment technique and the test-based assessment technique.
These results are discussed in the next paragraphs.

Static-based Assessment. Table 3 presents the vulnerable@k and
secure@k computed based on the outcomes from Sallm’s static-
based assessment technique. The vulnerable@k varied from 16%
to 59%. For temperature 0, all models had the same vulnerable@1,
vulnerable@3, and vulnerable@5 aswell as their secure@1, secure@3,
and secure@5. This is caused by the fact that the temperature 0
makes the results more predictable, i.e., the generated output has
less variance.

From these results, we observe that StarCoder had the lowest
vulnerable@k across all temperatures. On the other hand, CodeGen-
2B and CodeGen-2.5-7B had a worse performance, on average, than
the other LLMs. For the GPT-style models, GPT-4 performed better
than GPT-3.5-Turbo.

Test-based Assessment. Table 3 shows the vulnerable@k and secure@k
computed based on Sallm’s test-based assessment technique. The
models had similar performance with respect to secure@k, with
GPT-3.5 and CodeGen-2B performing slightly better, on average.
For vulnerable@k, StarCoder, on average, performed better than
the other models. This result is consistent to what was observed
on the static-based assessment of these metrics.

Table 3 reports the harmonic mean between the secure@k and
vulnerable@k when computed using static-based and test-based
assessment techniques. We use dark green and dark red to flag
the best and worst performance for a given metric, respectively.
Recall that for the vulnerable@k metric, a lower value is better.
When looking at the combined performance of models for these
two different assessment techniques, we observe that there is not
a clear model that consistently outperforms the other across all
temperatures.

5.2.4 Overall Performance. To better understand the models’ per-
formance with respect to being able to generate code that is both
functionally correct and secure, we computed the harmonic mean
of the pass@k and secure@k. The secure@k is computed as the
harmonic mean of the secure@k computed via tests and via static
analysis. These results are presented in Table 4.

These results show that, on one hand, CodeGen-2.5-7B was the
model that struck a better balance between functional correctness
and security. On the other hand, we also found that while GPT-4 was
the best model in generating functionally correct code (§ 5.2.2), it
does not perform as well in generating secure code. Surprisingly, its
older version (GPT-3.5) performed better at balancing correctness
and security.

RQ2 Findings:
• StarCoder generated more secure code than CodeGen-2B,
CodeGen-2.5-7B, GPT-3.5, and GPT-4 from the perspective of
vulnerable@k.

• CodeGen-2.5-7B was the model that struck a better balance
between functional correctness and security.

6 Discussion

Along with the two RQs answered in this work, we also identi-
fied important implications for researchers and practitioners as
follows:

• Co-relation between Functional Correctness and Security

LLMs should generate not only functional code but also secure
code so that they don’t introduce vulnerabilities when integrated
into a system’s code base. The evaluation results discussed in
Section 5.2 showed that GPTmodels perform better in generating
functionally correct code. It is also noticeable that an open-source
model, CodeGen-2.5, has a comparable result with respect to
these closed-source LLMs. If we compare the vulnerable@k, we
can see that except for temperature 0.8, StarCoder is generating
less vulnerable codes, but it was the worst model for generating
function correct code. From the perspective of secure@k, we
can see that for GPT-4, secure@1 is the highest for most of the
temperatures (i.e., except for temperature 0.8). This indicates that
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Table 3: Static Analysis-based and Test-based computation of secure@k and vulnerable@k for different models.

CodeGen-2B CodeGen-2.5-7B StarCoder GPT-3.5 GPT-4

Temperature Metrics

Test-

based

Static-

based

Harmonic

Mean

Test-

based

Static-

based

Harmonic

Mean

Test-

based

Static-

based

Harmonic

Mean

Test-

based

Static-

based

Harmonic

Mean

Test-

based

Static-

based

Harmonic

Mean

0.0

vulnerable@1 50 38 43.2 - - - - - - 49 51 50.0 52.7 48 50.2

vulnerable@3 50 38 43.2 - - - - - - 49 51 50.0 53.0 48 50.4

vulnerable@5 50 38 43.2 - - - - - - 49 51 50.0 53 48 50.4

secure@1 23 62 33.6 - - - - - - 22 49 30.4 17 52 25.6

secure@3 22 62 32.5 - - - - - - 22 49 30.4 17 52 25.6

secure@5 21 62 31.4 - - - - - - 22 49 30.4 17 52 25.6

0.2

vulnerable@1 46.6 39.7 42.9 55.4 46.4 50.5 37.8 19.8 26.0 47.2 49.5 48.3 50.4 47.1 48.7
vulnerable@3 53.6 46.8 50.0 61.2 50.7 55.4 46.4 27.6 34.6 50.8 50.8 50.8 54.2 47.8 50.8
vulnerable@5 55.9 48.8 52.1 63.1 51.7 56.8 49.3 30.3 37.5 52.2 51.0 51.6 55.2 50.0 52.5
secure@1 24.0 61.0 34.4 25.0 51.0 33.6 19.0 82.0 30.9 22.0 49.0 30.4 19.0 52.0 27.8

secure@3 20.0 51.0 28.7 18.0 47.0 26.0 11.0 74.0 19.2 17.0 49.0 25.2 14.0 52.0 22.1
secure@5 17.0 50.0 25.4 17.0 47.0 25.0 10.0 67.0 17.4 14.0 49.0 21.8 13.0 52.0 20.8

0.4

vulnerable@1 46.3 40.1 43.0 53.7 44.7 48.8 35.9 18.9 24.8 45.8 47.8 46.8 52.4 46.7 49.4

vulnerable@3 58.3 49.6 53.6 62.8 51.5 56.6 49.2 30.0 37.3 51.4 51.2 51.3 56.4 48.0 51.8
vulnerable@5 61.8 53.1 57.1 64.9 52.9 58.3 53.6 35.0 42.4 53.4 52.0 52.7 57.6 48.9 52.9
secure@1 22.0 59.0 32.0 24.0 55.0 33.4 18.0 79.0 29.3 22.0 53.0 31.1 18.0 52.0 26.7

secure@3 17.0 49.0 25.2 18.0 51.0 26.6 10.0 70.0 17.5 13.0 50.0 20.6 14.0 52.0 22.1
secure@5 16.0 42.0 23.2 15.0 46.0 22.6 8.0 57.0 14.0 8.0 47.0 13.7 10.0 51.0 16.7

0.6

vulnerable@1 44.1 37.1 40.3 51.3 43.3 47.0 34.1 20.2 25.4 46.3 46.2 46.2 49.7 45.9 47.7

vulnerable@3 59.0 50.6 54.5 61.5 53.2 57.1 49.3 35.2 41.1 54.7 51.2 52.9 55.0 47.8 51.1
vulnerable@5 63.0 54.1 58.2 63.5 57.0 60.1 55.3 41.6 47.5 57.8 52.4 55.0 56.0 48.0 51.7
secure@1 20.0 60.0 30.0 29.0 53.0 37.5 21.0 83.0 33.5 27.0 53.0 35.8 12.0 53.0 19.6

secure@3 13.0 52.0 20.8 20.0 41.0 26.9 9.0 71.0 16.0 11.0 47.0 17.8 8.0 52.0 13.9

secure@5 12.0 43.0 18.8 12.0 38.0 18.2 6.0 52.0 10.8 9.0 47.0 15.1 7.0 52.0 12.3

0.8

vulnerable@1 41.3 34.3 37.5 45.3 36.6 40.5 31.5 19.0 23.7 45.6 47.2 46.4 16.8 43.9 24.3
vulnerable@3 58.4 50.8 54.3 62.7 51.3 56.4 48.7 34.4 40.3 56.0 52.2 54.1 20.3 48.3 28.6

vulnerable@5 63.0 55.3 58.9 67.7 55.8 61.2 55.4 41.2 47.2 60.3 53.4 56.7 21.0 49.7 29.5

secure@1 12.0 65.0 20.3 27.0 69.0 38.8 21.0 77.0 33.0 26.0 57.0 35.7 19.0 56.0 28.4
secure@3 10.0 50.0 16.7 13.0 52.0 20.8 7.0 62.0 12.6 10.0 50.0 16.7 9.0 52.0 15.3
secure@5 6.0 41.0 10.5 8.0 39.0 13.3 4.0 50.0 7.4 7.0 45.0 12.1 4.0 48.0 7.4

1.0

vulnerable@1 37.7 30.0 33.4 36.6 31.5 33.9 27.6 16.3 20.5 44.8 44.2 44.5 47.8 43.9 45.8

vulnerable@3 56.8 47.7 51.9 57.7 52.0 54.7 45.9 31.7 37.5 56.6 51.2 53.8 56.7 48.3 52.2
vulnerable@5 62.3 52.6 57.0 64.1 59.1 61.5 53.7 39.6 45.6 60.2 53.6 56.7 58.7 49.7 53.8
secure@1 18.0 68.0 28.5 21.0 64.0 31.6 18.0 82.0 29.5 26.0 56.0 35.5 12.0 56.0 19.8

secure@3 11.0 56.0 18.4 7.0 48.0 12.2 3.0 68.0 5.7 11.0 48.0 17.9 8.0 52.0 13.9
secure@5 10.0 44.0 16.3 4.0 35.0 7.2 2.0 50.0 3.8 4.0 43.0 7.3 6.0 48.0 10.7

Table 4: The harmonic mean for the pass@k and secure@k for

different models and temperatures.

Temp Metric CodeGen-2B CodeGen-2.5-7B StarCoder GPT-3.5 GPT-4

harmonic mean@1 30.5 - - 35.3 33.6
harmonic mean@3 30.1 - - 35.3 33.60
harmonic mean@5 29.6 - - 35.3 33.6
harmonic mean@1 28.9 35.4 12.7 35.0 34.8
harmonic mean@3 31.1 33.1 17.0 32.3 30.60.2
harmonic mean@5 30.3 32.8 17.6 29.6 29.5
harmonic mean@1 27.6 35.6 14.0 34.8 34.1
harmonic mean@3 30.3 34.4 18.2 28.5 31.00.4
harmonic mean@5 30.2 31.6 17.9 21.3 25.4
harmonic mean@1 24.9 35.8 13.7 37.8 27.2
harmonic mean@3 26.4 35.0 17.2 26.3 21.90.6
harmonic mean@5 26.0 27.3 15.1 23.5 20.0
harmonic mean@1 18.6 31.3 11.1 36.6 23.9
harmonic mean@3 22.3 28.5 14.2 25.1 18.50.8
harmonic mean@5 16.8 21.2 11.1 19.8 11.3
harmonic mean@1 14.8 21.9 9.3 35.6 26.9
harmonic mean@3 20.0 18.0 8.1 26.3 21.81
harmonic mean@5 20.8 12.4 6.4 12.9 17.8

the first code generated by this model is usually vulnerable. If we
consider secure@5 (i.e., all 5 of the generated codes are secure),
we can see that for most of the temperatures (i.e., except for
temperature 0.4), StarCoder has the worst performance. Hence,
our framework provides multiple perspectives around functional
correctness and security, and it implies a trade-off for choosing
the right model. For example, if we focus mostly on functional
correctness, the GPT-4 model is the best option, but for most of
the cases, its first generated code is not secure.

• Implication for the Developers and Researchers Developers
are adopting LLMs for software engineering tasks, but to choose
an appropriate model, they have to consider the privacy of their
data, the accuracy of the generated code, and security. Open-
source models can provide privacy of the data, as they are not
shared with the closed model with APIs. However, according
to our results in Section 5.2, the correctness of the generated
code from open-source models is not comparatively better than
GPT models (closed-source models), but the CodeGen-2.5 with 7
billion parameter model can have a close performance.

With our framework, developers can automatically benchmark
their set of model choices. Our framework includes a rule-based
repair part, which can significantly increase the compilation rate
of the generated code.

While our work introduce two novel security-centric metrics,
there is still a need for researchers to work on other quality
attributes of the code. We need to benchmark which model can
produce not only functionally correct, and secure code but also
that fulfill other quality attributes, such as performance.

6.1 Limitations and Threats to the

Validity

Sallm’s dataset contains only Python prompts, which is a general-
izability threat to this work. However, Python is not only a popular
language among developers [1] but also a language that tends to
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be the one chosen for evaluation, as HumanEval [13] is a dataset of
Python-only prompts.

A threat to the internal validity of this work is the fact that the
prompts were manually created from examples obtained from sev-
eral sources (e.g., CWE list). However, these prompts were created
by two of the authors, one with over 10 years of programming expe-
rience and the other with over 3 years of programming experience.
We also conducted a peer review of the prompts to ensure their
quality and clarity.

We used GitHub’s CodeQL [28] as a static analysis to measure
the vulnerability of code samples. As this is a static analyzer, one
threat to our work is that it can suffer from imprecision. However,
it is important to highlight that our framework evaluates code
samples from two perspectives: static-based and dynamic-based
(via tests). These approaches are complementary and help mitigate
this threat.

7 Related Work

7.1 Empirical Studies of Code Generation

Models

Automated code generation techniques were initially focused on
deducting the users’ intent from a high-level specification or input-
output examples [21, 22, 44]. These approaches transform task
specifications into constraints, and the program is extracted after
demonstrating its ability to satisfy the constraints [22]. With the
rise of attention-based transformer models [77], code generation
has been treated as a sequence-to-sequence problem where the user
intent comes in the form of natural language. Many LLMs have
been produced to generate code, such as CodeBert [17], Codex [13],
and CodeT5 [78]. Code generation models are heavily used in pro-
ducing code for competitive programming challenges, for example,
AlphaCode [39]. Many modern LLMs are multitask models (i.e., able
to perform different tasks). For example, GPT-4 [53] can generate
not only code but also perform image and text analysis.

Though the performance of the code generation task is increasing
daily and user end tools like GitHub Copilot are being adapted
by users [65], they are not free of security issues. Pearce et al.
[56] studied the output of GitHub Copilot with their early release.
They found that 40% of the outputs are vulnerable. Siddiq et al. [67]
explored the code generative models and their datasets by following
standard coding practices and security issues. Sandoval et al. [63]
measured if an AI assistant generates more vulnerable codes than
users. Siddiq et al. [66] suggested a static analyzer-based ranking
system to have more secured code in the output. Hajipour et al.
[24] investigated finding the vulnerabilities in the black box code
generation model.

While there is a recent growing body of peer-reviewed literature
that investigated the capabilities of code generation beyond their
functional correctness but also security [47, 48, 56, 57, 63, 73], these
existing studies only pinpoint the observed issues without propos-
ing new metrics or a way to systematically benchmarking LLMs
with respect to the security of the LLM generated code. Unlike
these previous studies, in this paper, we release a dataset and an

evaluation environment that can automatically benchmark code
LLMs with respect to security.

7.2 Benchmarks for Code LLMs

Traditionally, deep learning models use a training set for learning
and a test set to evaluate the model. For example, CodeXGlue [43]
includes the Concode dataset [29] for Java code generation, which
contains a test set of 2,000 samples. The Automated Programming
Progress Standard (APPS) dataset has been used for measuring the
performance of the code generation model for generating solutions
for coding challenges. It contains 130,000 test cases. However, be-
cause of the involvement of the large language models in code
generation, they need to be evaluated from the perspective of un-
derstating prompts that mimic real-life developers and evaluated
using execution-based systems.

The authors of the Codex [13] model developed HumanEval for
this purpose. HumanEval contains 164 simple programming prob-
lems with canonical solutions and test cases. Mostly Basic Python
Problems Dataset (MBPP) dataset contains around 1,000 samples
for a similar purpose [52]. These datasets are later extended for
different programming languages [7, 84]. CoderEval dataset [82]
uses samples from real-world software. However, these datasets
focus on functional correctness.

Pearce et al. [56] provided a set of scenarios for testing the security
of the generated code. SecurityEval [69] formalized the prompts for
testing security for many CWEs. Though these datasets focus on
measuring security, they do not enable an automated and system-
atic approach for benchmarking LLMs provided by our framework.
There are datasets for security evaluation from natural language
prompts [23], but in their case, they only focus on finding the vul-
nerabilities in the generated code, not focusing on the functionality,
whereas our focus is on both perspectives. The meta-research team
introduced CyberSecEval to benchmark LLMs from the perspec-
tive of security [], but their prompts are in natural language and
used a static analyzer to detect the vulnerabilities in the generated
code. In our work, we manually created test cases focusing on func-
tional correctness and vulnerability detection to do the dynamic
analysis. Other datasets and frameworks focused on specific vulner-
abilities, such as regex denial-of-service attacks (ReDoS) [71, 72]
and hardware-specific vulnerabilities [31]. There are also bench-
marks for detecting LLM-generated code (e.g., GPTSniffer [49]),
security vulnerability detection (e.g., MSIVD [80]), and improving
reliability of the generated code (e.g., Kouemo et al. [34]).

8 Conclusion

In this study, we introduce Sallm, a platform designed specifically
for evaluating the capability of LLMs to produce secure code. This
platform consists of three key elements: a unique dataset filled with
security-focused Python prompts, a testing environment for the
code produced, and novel metrics to assess model output. Through
our research, we utilized the Sallm framework to assess 5 different
LLMs. Our finding shows that GPT-4, despite being the best model
for generating functional correct code, is not generating the most
secure code.
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